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Spatio-temporal modelling of corrosion in an industrial furnace
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SUMMARY

Optimal inspection and maintenance of complex systems in modern industry is important for safety and
economic reasons. With appropriate statistical modelling, the utilization of inspection resources and
quality of inferences can be greatly improved. Modelling and inspection of a full-scale industrial furnace
subject to corrosion will be considered. A suitable Bayesian spatio-temporal dynamic linear model is
developed for wall thickness, by eliciting the beliefs of experts and incorporating other relevant data for
related systems. The model may be used to derive efficient inspection schedules for corrosion detection
and we demonstrate the considerable reduction in the inspection burden which the model allows.
Copyright © 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The integrity of many industrial systems has to be monitored. Often, when expensive
non-intrusive inspections have to be made and critical decisions taken as a result, measurements
are made at isolated points and used to check the integrity of the entire system. A suitable model
for these intermediate points is essential and allows inferences to be made over the entire
structure, as well as allowing us to borrow strength from neighbouring points when short
of data.

1.1. Background

The use of statistical modelling for estimation when dealing with wall thickness measurements in
particular is historically rather limited. For localized corrosion, however, the application of
extreme value analysis is relatively common. Industry guidelines, for example those issued by
UK Health and Safety Executive [1,2] treat the estimation of corrosion rate very generally.

*Correspondence to: John Little, Department of Mathematical Sciences, University of Durham, South Road,
Durham DHI1 3LE, U.K.
TE-mail: john.little@dunelm.org.uk

Contract/grant sponsor: EPSRC CASE studentship award

Copyright © 2004 John Wiley & Sons, Ltd.



220 J. LITTLE ET AL.

These guidelines warn of the problems of changing parameters over time, but do not
give any specific advice on modelling. Bayes theorem has been used for many years to
update beliefs using inconclusive observations by incorporating expert opinion and historical
evidence.

There is an extensive spatio-temporal literature often motivated by environmental
problems which are commonly temporally rich in data. A common approach in
these circumstances (e.g. References [4,5]) is to use a dynamic linear model (DLM)
framework to update uncertainties about general model parameters as observations
are made.

Kriging is a common method used for making spatial inferences. The use of Kriging in spatial
temporal problems is demonstrated by Mardia et al. [6] and Huang and Cressie [7]. In Reference
[5] a DLM is used directly in time but only a restricted number of spatial points are modelled.
Inferences for intermediate points are then made using Kriging. A particular advantage of this
approach is that data is not restricted to a lattice framework and the updates have a relatively
low computational load. However, accurate modelling of localized spatial variation is likely to
be more difficult.

Many authors have considered ways of reducing the computational load of the DLM. A
common approach is to reduce the number of dimensions for instance by constructing the
update using summary variables. This sort of technique is most appropriate for systems which
are relatively smooth across space, that is to say strongly spatially correlated. Of particular
interest is Reference [8]. The reduction of the number of inspections made within a spatio-
temporal problem is considered in Reference [9] based on the model constructed in Reference
[10], where inspection locations are fixed.

1.2. Outline of paper

In Section 2, we introduce the motivating example—an industrial furnace used in the oil
refining process—and discuss the limitations of the existing model. We should however
emphasize that this paper is about the general role of spatio-temporal models in
constructing efficient inspection schemes, which is of much wider application than the
motivating example. In Section 3, we consider a spatio-temporal dynamic linear model which
can be used to model continuous systems where measurements are made over time on a finite
grid, and discuss the covariance structure used in our particular spatial model. In Section 4, the
data set that we have introduced is discussed. Prior beliefs about the means, variances and
covariances for this data set and their assessment via expert elicitation are discussed in Section 5.
In Section 6, the model is validated using a range of diagnostics and a sensitivity analysis to
assess model robustness to changes in beliefs. In Section 7, we discuss future inspection plans,
when and where inspections should be made, and different criteria for making these choices. We
do this by examining a range of possible inspection strategies and comparing their expected
outcomes. Making analytical inferences about our confidence in the overall system is hard
because our beliefs about different parts of the system are dependent. Therefore, in Section 8§,
simulations are used to create realizations of the updated beliefs to allow assessment of the
overall risk of the system and to compare directly the best of the candidate inspection schemes
from the previous section. The considerable improvements that can be made in the case of the
example problem are also discussed. In Section 9, various issues arising from the approach are
discussed.
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2. MOTIVATING EXAMPLE: CORROSION IN AN INDUSTRIAL FURNACE

Corrosion occurs in many situations and it is often important to know the extent of the
corrosion at any particular location. Early identification of corrosion can help in the initiation
of preventative measures and accurate long-term prediction is important for forecasting the
remaining life of the system. Within the oil industry corrosion affects furnaces, pipelines, storage
tanks, valves, nozzles and many other systems. The model presented is potentially suitable for
all these applications.

The current lack of a suitable spatio-temporal model within the industry leads to the
undervaluing of collected data. The result is that collected data is often tested against a critical
value but not actually recorded for future reference. This gives a very limited choice of data sets
for retrospective analysis. One of the objectives of this paper is to show the advantages of full
recording and analysis of all measurements that are made.

The example described concerns the modelling of corrosion in a full scale industrial furnace.
The furnace is located in the lubricating oil production facility at a large European oil refinery.
The lubricating oil production facility takes long residue from the refinery’s crude distiller unit,
separating and purifying them, via a series of distillation columns, de-asphalting and de-waxing
units, into lubricating oils with specific viscosities, such as spindle oil and machine oils.
Following initial separation of lighter fractions from the long residue, the furnace under
consideration is used to heat the remaining hydrocarbons prior to further separation. An outline
description of the furnace follows:

This furnace has four sides (N,E,S,W) with one coil of eight pipes on each side
(see Figure 1). For each coil (identified by the first number in Figure 1) the hydrocarbon

ascends tube 1, descends tube 2,..., descends tube 8. In Figure 1, entrances to the coils
are located in the NW and SE corners (identified by the arrows). Each pipe is 21 feet
(6.3 m) tall.

Inspection of the furnace involves major disruption, if not complete shut-down,
of the production process at considerable economic cost. For this reason, inspections
tend to coincide with full shut-downs of the production facility for major
scheduled maintenance and improvements. Typically, such shut-downs occur once
every 3-5 years. The main issues for inspection of the furnace are the detection of
corrosion in the heating tubes, and estimation of the rate of corrosion. A related concern is
optimizing the value of inspection resources, balancing inspection intensity against precision of
inferences.

The data is presently modelled with a multiprocess dynamic linear model based on
Reference [11]. This model allows forecasting of future corrosion at measurement
sites but has no spatial element and so (i) requires data to be measured at the same
locations for every inspection, and (ii) gives no information about locations intermediate
to the measurement points. The multiprocess model naturally flags outliers and
substantial changes in level or slope. Such a multiprocess model requires many
parameters to be specified a priori, and re-estimated each time data is collected. It is
now felt by experts using the multiprocess model, that for most applications such a
model is unnecessarily over parameterized given the limited data. It is also felt that a spatial
model coupled with diagnostic warnings to identify unexpected observations and manual
interventions to recalibrate model parameters when necessary, would better represent the
process.
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Figure 1. Descriptive diagram of the furnace.

3. SPATIO-TEMPORAL DYNAMIC LINEAR MODELS

A Bayesian spatio-temporal model is a natural way to model many industrial systems with a
continuous spatial element that develops in time, where there is extensive experience on the part
of the operators but a relatively small amount of data. We develop the approach using a
multivariate spatio-temporal DLM. The DLM is developed extensively in Reference [12]. We
follow their notation when appropriate.

The motivating example, in common with many industrial systems in the petrol-chemical
industry, is expected to suffer from wall loss over the course of its life. Any model of the system
should reflect this general trend. Experts consider that it is reasonable to assume that the system
will on average deteriorate continuously if operating conditions remain constant, and that
current corrosion rate is the best estimator of the future corrosion rate. Therefore, the corrosion
is modelled with a locally linear trend.

The system is modelled with three coupled equations: an observation equation, a system
equation and a system slope equation.

Vs = O +vis v ~ <0,V
O = Op—1ys + s + 00is  @os ~ <0, Wy
Bis = Bu—nys + 0ps - @pis ~ <0, W
where y, is the observed wall thickness value, 0 is the actual wall thickness and f, is the

corrosion rate all at time ¢ and location s . In this example V;, Wy, and Wj, are constant in time

Copyright © 2004 John Wiley & Sons, Ltd. Appl. Stochastic Models Bus. Ind., 2004; 20:219-238

85U SUOWIWOD dAERID 3|eolidde au Ag peusenoh a1e sajoe O '8N JO s8I 104 ARiq1T8UIIUO /B]1M UO (SUORIPUOO-pUe-SWBYWOD A8 1M AzIq 1 [eu1|UO//SANLY) SUORIPUOD PUe SLB L 84} 885 *[£202/90/9T ] U0 ArigiT8uIiuO AB]IM in'Je ieisedle|@ equisl-<yie oqdIus> Ad 24 quwse/z00T 0T/I0p/wod /8| imAreiq1feuljuo//sduy Woij pepeojumod ‘€ ‘Y002 ‘SZ0v9zST
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but dependance on ¢ can be introduced if it is considered appropriate. It is further assumed that
given V;, v, is correlated over s for a given ¢ but is independently and identically distributed
(IID) for different values of ¢. Similarly, given W, wg, is correlated over s, but IID over ¢ and,
given Wg, wp is correlated over s, but IID over ¢. Prior uncertainty about 0y and f is similarly
captured in Cyy and Cp respectively. Given V, Wy, Wg, Cpo and Cgpo, Vs, gr, @ps, 09 and ) are all
mutually independent. v, represents observation and calibration errors which will not have any
effect on the actual wall thickness, wg, represents shocks in wall thickness, for example due to
mishaps in operation and wpg, represents changes in corrosion rate, for example due to long term
changes in operating conditions.

V, Wy and Wy can either be considered known, and then wg, wps and v, can be modelled using
the Gaussian distribution, or the Bayes linear approach may be taken, considering V', W, and W
as prior variances for the corresponding error terms. For general information about the Bayes
linear approach, see Reference [13], and in the context of DLM analysis, see Reference [12].

The system update variance matrix of a DLM may be constructed from a sum of suitable
variances and covariances. This maintains the positive definiteness required of covariance
matrices. In the example, the covariance structure between two points is based on the difference
in their height, the difference in their pipe number, the difference in their coil number and the
difference in distance through the coil (as the hydrocarbon flows). In the example

4
COV(CL)m, wits’) = Wisy = Z ®ij expicjldjl;b i=12 (1)
j=1
where @;; is a measure of the importance of the component, c; is a relative scaling parameter
(> 0), ®; €[1,2] is a general constant and d; is a Euclidian measure of distance (in some metric)
between s and s’ for the /™ component of variation. Alternative functions are possible—see for
example Reference [14].

3.1. Analysis of the model

In the example, the model has monthly time steps, although data is only observed, irregularly,
every 3-5 years, and measurement times were recorded to the nearest month. The months where
no data was observed are treated as missing values. Missing data is naturally handled within the
DLM framework. We have already assumed ecither a Gaussian distribution where means,
variances and covariances for the errors are taken as known or equivalently a Bayes linear
framework where we have estimates for the means, variances and covariances of the errors. The
model allows means, variances and covariances between wall thicknesses to be calculated at all
time points and spatial locations. So given any subset of wall thickness observations beliefs
about all the means, variances and covariances for every Oy, f,, and y; across the entire system
can be updated ecither by Gaussian conditioning or Bayes linear adjustment. Following
observations being made, at any collection of locations and time points, forecast means and
variances for any locations now and in the future are then calculated directly from the system
equations based on the updated beliefs for all parameters at the current time.

4. DATA
In this section data from the furnace described in Section 2 are discussed.
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Vessel wall thickness was measured at heights 3 feet (0.9 m), 7 feet (2.1 m), 12 feet (3.6 m) and
18 feet (5.4 m) on every pipe in August 1983, October 1985, November 1986, March 1988, June
1990, July 1993 and September 1996. Henceforth, the units of height are in feet (units of 0.3 m).
Approximately 10% of the data are missing—mainly at two particular points in time. We
consider the furnace to have come on line at the start of 1982 (time 0) so the first wall thickness
data were recorded 20 months later. All data are recorded to one decimal place except at time 46
when it is rounded to the nearest % mm. The data are ultrasonic thickness readings, made using a
compression probe and spot readings. It seems likely that some of the observations actually
reflect a transient thickness possibly caused by interference when measurements are made. In
particular the change in corrosion trend which occurred around 59 months shown in Figure 2
cannot be attributed to any particular factor by the experts. Following common practice the
transient thickness is used as a surrogate for true wall thicknesses where this additional error
will form a large part of the system uncertainty.

Visual inspection of the data reveals one outlier corresponding to coil 3, tube 2, and height 12
at time 75 when a measurement of 1.4 mm was recorded. This is clearly a recording error of
some description. This value is treated as missing which then fits in with the rest of the data at
time 75 when only heights 3 and 7 were measured.

Initial mean wall thickness is 11.39 mm and final mean wall thickness is 10.96 mm. It can be
seen in Figure 3 that the wall thicknesses at different locations are correlated. In this case there
may be particular concerns about the pipe above the height 18.

Figure 4 shows every measurement at height 7 in coil 1. Wall thicknesses for different pipes
generally increase and decrease simultaneously, for example, at time 20 pipes ordered by wall
thickness are 1, 2,3 & 7, 8,4 & 6 and 5, and at the last measurement they are ordered 1, 2, 4 & 7,
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Figure 2. Mean wall thickness +3 data S.D.
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3, 5, 6 and 8, showing less rearrangement than might be expected. As expected, this supports the
beliefs of the system experts that remaining wall thicknesses are correlated across pipes. For this
particular data set correlations between adjacent pipes are of the order of 0.7.

Copyright © 2004 John Wiley & Sons, Ltd.
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Experts believe the corrosion will be about 0.3 mm per annum. Initial corrosion is in the range
0.2 mm per annum with a maximum mean corrosion (preceding the inspection at time 59) of
about 0.7 mm per annum. Net corrosion over the whole period is approximately 0.025 mm per
annum. The standard deviation of the mean corrosion rates is about 0.5 mm, but, within the
model, the variance of the mean corrosion rate can be set lower than this value, since the
corrosion rate is known to be positive and is believed to be reasonably constant (i.e. this value
includes observation noise which is modelled separately).

5. PRIOR BELIEFS

In this section we describe the choice of parameters for the spatio-temporal model used in this
example.

5.1. General considerations

Inspection procedures are usually determined by a broad risk based inspection scheme. Risk
assessments in the context of inspection are discussed in general in Reference [15]. The inspection
scheme will specify the requirements for the inspection tool, the maximum period allowed
between inspections (the inspection interval) and the design and implementation of the
scheme—examples of these aspects of the inspection scheme may be found in References [16, 17].

For a detailed analysis of a particular system with a particular inspection tool, specific and
detailed literature should be consulted (e.g. Reference [18]). The operators of industrial systems,
like those studied here, will usually have extensive reports about any given vessel, and the
operating system and conditions. Due to the technical nature of many of these reports, they
generally need to be interpreted by experts in the field. Our industrial collaborator considers it
good practice to base inspection regimes on experience with several vessels of similar nature
which have run under similar operating conditions for substantial periods of time (see Reference
[16] for further details).

In general, it is recommend that model fitting is based on careful analysis of data collected on
such similar systems, in combination with careful elicitation of expert beliefs; the general process
of elicitation for complex spatial systems is discussed in detail in Reference [19]. This may raise
challenging statistical problems but is unavoidable if reliable and efficient inspection is to be
carried out.

5.2. Parameter choice for the example

For the purpose of illustration in the current example, parameter values were chosen consistent
with the observed data, which were also considered plausible by expert assessment.

The manufacturing specification of the vessel gives an initial wall thickness of 11.5 mm which
is consistent with the observed means. Initial corrosion is set to be % per month. System experts
usually have very strong beliefs that the observation errors are uncorrelated. The observed data
for this particular example especially in relation to the 59™ month appears to go against this
belief. Modelling correlation within the observational errors may allow more accurate
representation of this particular data set. However, we have tried this and it does not appear
to make much difference to the forecasts and for the purposes of this example proceed assuming
the observation errors are indeed uncorrelated.
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SPATIO-TEMPORAL MODELLING 227

Observation noise can be estimated relatively accurately using repeated measurements at one
location while system variance is often harder to estimate. Following consultation with experts
the observation SD (noise) is believed to be about 0.35.

Current practice suggests that the designer of the existing inspection regime believed it
sufficient to measure four locations on each pipe. This may be used as a crude diagnostic check:
that is, the analysis should agree that about four points per pipe is an appropriate number of
inspections.

A covariance matrix is constructed for the system levels (/) and then the same
structure (with a re-scaled variance) is used in the covariance of the system slope (W),
and in specifying prior level and slope variance (Cypy and Cp). If more detailed belief
structures become available for Wp, Cgpy and Cpy these would be used instead but this seems
unlikely. The same correlations are used between points for the update levels, update slopes,
prior levels and prior slopes. It is assumed that there is no correlation between these four sets of
parameters.

For this illustration parameter values for the model are determined using only expert
judgement and data from times 1 to 5. The model is then validated against subsequent times.
Data sets exist for other similar furnaces and these could be exploited, in practical applications,
to improve the assessment of the covariance structure.

The system update variance is constructed from a sum of suitable covariances, as in (1). Thus
the update covariance between any two points on the furnace may be described using:

coV(wys, Wiy) = Yi(4 exp*“lh“*hf"qh +B exp’ﬁ‘p“’p"‘q’i
+ Cexp/lome" 4 pexpdld=dI™) 2

where £; is the height, p; the pipe, c; the coil, d; the inside pipe distance around the coil for
location j, and all other values are suitable constants. We set ®; = 1 since this is considered to be
a suitable model which produces a Markov structure which can help reduce computational load.
Two points will thus be independent if they are separated by known points.

Eliciting beliefs about spatial covariances is difficult. Experts agreed with the following
statement: ‘correlation due to two heights differing by k feet’ will be two times stronger than
‘correlation due to two pipes differing by & pipes’, and four times stronger than ‘correlation due
to two coils differing by & coils’ (coil 4 is next to coil 1), but will have the same correlation as
‘correlation due to two points as hydrocarbon flows differing by k& feet’. This statement is
interpreted to give values for 4 =1, B=0.5, C=0.25and D=1 in (2).

Following the consultation with experts o« = § =79 =6 = 0.003 and in the overall update
variance parameter Y. = 0.00001 (W) and Ygope = 0.000001 () and in the overall initial
variance parameter Yieves = 0.05 (Cyo) and Yope = 0.005 (Cpo).

In both Wp and Cpy the overall update value is set to be a tenth of that used in the full model
but the correlations are left unchanged.

An alternative to specifying the update uncertainty directly as we have done is to use
discounting (see Reference [12]) where the update system variance is modelled as a fixed
proportion of the underlying system variance. Discounting requires equally careful prior
specification. Discount factors have more effect in longer time series but many industrial
inspection problems have very few measurements in time, and discounting is not applied to the
model for this reason.
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The variance of the double data difference var(y, — 2y,-1 + y,—») has expectation 2W + W +
6V. With V accurately estimated, if a fixed ratio is assumed between W and W, then Wy and W
can be estimated directly from the data. In the example because of the short time series and the
missing data only a rough estimate can be found and this supports the values discussed above.

A ceiling for the update slope variance can be estimated using the requirement on the update
slope to remain negative. Initial corrosion is & 0.02. If at least three standard deviations are
required between this value and 0, the standard deviation must be <0.005 and the variance
<2.5x 1072,

6. VALIDATION OF MODEL

In this section we apply simple checks that the model parameters are suitable including three
diagnostic tests and a sensitivity analysis to changes in belief.

A simple check that the model is fitting the data can be made by plotting the system mean for
each time and location as well as the data and three standard deviation confidence bounds.
Figure 5 is fairly typical of the plots obtained by doing this. Most data fall within the confidence
bounds specified for the pipe.

6.1. Diagnostics

Three diagnostic tests are considered at the time of the fifth inspection when fitting the model on
the first five data points. These are: univariate forecast error y, — E(y, | Dy—11)/, /var(y, | D_1),

which is expected to produce an approximately normal histogram curve, multivariate forecast
error (E(y,) — &)' Var(&)_l(E(&) — yi) with expectation length(y;), and data differencing where

Wall thickness in mm

7 I 1 1 1 1
0 50 100 150 200
Time in months

Figure 5. Data and forecasts at the measurement points of pipe 1, coil 1.
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SPATIO-TEMPORAL MODELLING 229

E(var(A? Vis)) = 2Wp + Wp + 6V, which is applied locally due to the short length of the time
series.

Figure 6 shows the univariate forecast error density which shows no cause for concern. The
light tails indicate model variances may be slightly too large. The bias of the mean might be
attributed to the correlation between the points effectively reducing the sample size. The model
correlation structure is exploited to remove the correlation between the points in the
multivariate forecast error, where there is an expected value of 640 and an observed value of
780 suggesting prior variances may be slightly too small. The differences between the expected
data difference and the actual data difference are in the range [—1.5, 3.1] with a mean of 1.6. The
same diagnostics can be applied following the final inspection in September 1996. Figure 7
shows the univariate forecast error, the multivariate forecast error has an observed value of
approximately 1061 with an expected value of 1024 and data differencing has range [—2.6, 2.0]
with mean 0.0. As before these diagnostics do not indicate any cause for concern.

6.2. Sensitivity analysis

The sensitivity of the model to changes in prior beliefs and update variances can be important.
The extent to which the data can distinguish between changes in beliefs may be examined by
changing these parameters and then re-running the diagnostics. See Table I.

Univariate forecast error histograms give no cause for concern. Data differencing is fairly
consistent and does not raise any diagnostic concerns for the changes considered. Looking at the
multivariate forecast error, the observation variance is the most important of the variables
to elicit accurately, fortunately it can also be estimated relatively easily using repeated
measurements. System correlation is probably the hardest component to elicit beliefs about but
since it is fairly robust under all three diagnostics this is not too serious a problem.
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Figure 6. Univariate forecast error density time 5.
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Figure 7. One step ahead forecast error density time 7.

Table I. Changing model parameters.

Multivariate forecast error

Description Data differencing (Expected = 1024)
Original [-2.6,2.0], mean = 0.0 1061.2
T (+40%) observation variance V [-2.5,2.0], mean = 0.0 562.3
| (—40%) observation variance V [-2.9,2.0], mean = 0.0 1928.3
1 (x3) system variance W [—2.8,2.2], mean = 0.2 1744.1
| (/3) system variance W [—2.4,2.2], mean = 0.2 965.8
1 (x3) system correlation o, f, y & [-2.6,2.0], mean = 0.0 1012.2
| (/3) system correlation a, ff, y & o [-2.6,2.0], mean = 0.0 1106.4

7. FUTURE INSPECTIONS

In this section some potential inspection schemes and several ways of comparing them are
discussed. The change in cost when the number of inspections changes is also considered. We
demonstrate for this example the considerable benefits of being able to inspect anywhere rather
than using a fixed pattern across the entire system.

Historically, inspections have been made at fixed locations. We consider whether inspecting at
alternative locations can help increase efficiency. Using the spatial model, the effect of inspection
at any set of points on the system can be analysed. Variance at a point will be lower if that point
has been inspected, but the variance will also be influenced by the location of other inspections
(both current and previous). If the uncertainty about a point is too high either that point or a
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collection of points with sufficiently high cross-correlation should be inspected. A formal
method is required for deciding where future inspections should be made. This is done by setting
one or more constraints and then optimizing. There are many possibilities for these constraints
and a few intuitive choices are considered.

For each point of the system (s) there is a minimum required wall thickness ¢, (=0) which the
system level is expected to stay above. The inspection at time ¢ should balance the probability of
the wall thickness falling below this minimum required value, the inspection cost and the inspection
interval k£ (i.e. the first time when following the inspection the uncertainties become unacceptably
large). The inspection interval should be as large as possible, but often it will be overruled by some
other constraint, for example, the next scheduled shut down or safety legislation.

Two scenarios requiring attention are high uncertainty and low remnant life. Increased
inspection will help the former but do little for the latter. Observations do not change the true
life of the system, only the uncertainties about it. The aim is to maximize confidence about the
expected life. As a multivariate calculation this is most easily handled using simulation. Ideally
for every possible inspection regime a nested simulation would be run where, following an
inspection of this simulated data, further simulations would be run to ascertain the maximum
risk prior to the next inspection. The most efficient scheme with sufficiently low risk would then
be used for the true inspection.

A useful inspection will reduce the uncertainty at and around the inspection location. This
reduction in variance may be used alongside a heuristic argument about how near the wall
thickness is to the minimum allowed value to avoid the high computational load associated with
the simulation approach described above. Two variance and two heuristic criteria are used as a
first approximation, see Table II. These criteria cover many intuitive possibilities and can be
maximized over possible sampling schemes. Therefore, these criteria are used to identify designs
with good heuristic properties and full simulation strategies are reserved for confirming that the
chosen design does offer an acceptable basis for sampling inspection.

Before an inspection is made at time # the effect this inspection will have on the uncertainty at
time # 4 k should be considered. Letting s index all spatial locations across the system a heuristic
criteria is defined as A(s,t, k) = E(O 51ty | Dy—13) — ¢5/+/Var(Osi+x) | Drsi)- This heuristic value
should be large across the entire system. If it is small at any point it is not possible to be
confident that the critical minimum wall thickness will not be passed.

Attention is focused on the heuristic criteria, because the variance criteria while easier to
visualize, are best suited when the wall thickness is far from the minimum allowed wall
thickness. This, however, is the same as maximising the minimum (or mean) precision of any
point. If all wall thicknesses are far from the critical level, significant changes in variance will
dominate the precision calculation, so there are few advantages over the standardized risk
approach. A combination of all four criteria is also a possibility.

To find the optimal inspection scheme for a given budget, every possible affordable
combination of measurement points would have to be considered. In addition to the high

Table II. Some possible criteria.

1 Maximum variance max; (var(6,D,))
2 Mean variance mean, (var(0,|D;))
3 Mean heuristic meany (A(s, t, k))
4 Minimum heuristic ming (h(s, 1, k))
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computational load the end result might be impractical to implement, as the inspector would
have to locate every inspection point individually rather than following a simple pattern. Instead
the improvements to be had from a range of possible sampling strategies that can be
implemented using the spatial model are first considered. One hundred percent inspection will
give the largest reduction in uncertainty that can be achieved for any inspection plan, and can
thus be used as a bench mark. Schemes may either inspect regularly across the system or, in the
case of the risk-based scheme, inspect in accordance with our prior beliefs, see Table II1I.

The intermediate schemes inspect points on every pipe midway between the existing
inspection locations. The alternating option may be further extended by swapping which points
are inspected for subsequent inspections. In this example, the risk-based scheme categorizes as
high risk any pipes which are believed at some location to be within 3.5 standard deviations of
the critical value.

Of the 3 and 4 point schemes (see Table IV) only the risk-based scheme gives much
information about the ‘minimum heuristic’. ‘five intermediate’ targets the five major spatial
areas of uncertainty between the traditional inspection locations hence ‘minimum heuristic’
shows a marked improvement over the four point schemes.

7.1. How many measurements

Doing a full search over a given number of inspections per pipe to find the optimal set of
inspection locations is computationally very intensive. A stepwise delete (or add) process can be

Table III. Some possible inspection schemes.

Scheme Description

All All possible locations

Nothing No inspection

Existing Heights 3, 7, 12 and 18 on every pipe

3 intermediate Heights 1, 10, and 21

4 intermediate Heights 5, 10, 15 and 20

5 intermediate Heights 1, 5, 10, 15 and 20

Alternating Even pipes as ‘Existing’ and odd pipes as ‘4 intermediate’
Risk-based Categorise each pipe as ‘low risk” (50%)

or ‘high risk’ (50%) and then apply ‘3 intermediate’
or ‘5 intermediate’ respectively.

Table IV. Different criteria versus different schemes.

Scheme Maximum variance Mean variance Mean heuristic Minimum heuristic
All 0.53 0.50 13.35 9.97
Nothing 2.30 1.56 4.58 2.64
Existing 2.17 1.33 6.22 2.80
3 intermediate 1.87 1.21 6.21 2.96
4 intermediate 2.11 1.08 6.92 2.73
5 intermediate 1.32 1.00 7.36 4.11
Alternating 2.05 1.08 7.24 2.82
Risk-based 1.55 1.07 6.83 4.10
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SPATIO-TEMPORAL MODELLING 233

used instead with a very much reduced load. Starting with full inspection, the inspection at the
entire level which is needed least, according to the heuristic, is removed. This process may be
repeated until only the required number of heights are being inspected. The alternative stepwise
add process may also be used.

Figure 8 shows the expected value of the heuristic against the number of heights inspected.
Having a very low number of inspections appears ineffective at reducing the maximum
uncertainty and having a few uninspected points dramatically affects results. High confidence
can only be achieved by 100% inspection. In this example stepwise deleting gives better results
than stepwise adding, and further attention is restricted to this approach. Based on the ordering
determined by the minimum heuristic the mean heuristic is also plotted. The slope looks concave
but this could be a feature of applying the stepwise delete to the minimum heuristic and not to
the mean heuristic. The pipe heights are, from least important, to most important:

7,18,12,3,20,16,9,14,5,11,2,19,17,8,13,6,4,10,15,1,21.

The ends of the pipe are most critical, the previously inspected points least critical. Points
adjacent to those still being inspected also have a low inspection priority.

Using stepwise deletions we get four recommended heights 1, 10, 15 and 21 with a heuristic
value of 3.31, which is a marked improvement over the original suggestions described at the start
of Section 7. Were resources available it would seem sensible to make a fifth inspection at height
4 (or perhaps 5) to exploit the jump in the heuristic value curve. This possibility is investigated
later. Further improvements may be achieved by combining stepwise deletions with stepwise
additions. However in this case, because of the regular nature of the previous inspections,
significant improvement seems unlikely and we proceed with inspections at heights 1, 10, 15 and
21. The risk associated with the set of measurements may be estimated by simulation.
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Figure 8. Heuristic value using stepwise delete.
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7.2. More advanced inspection regimes

The optimal inspection would comprise of measurements at locations across the entire system
and not just at restricted heights across the system. The resulting scheme may be practically
difficult to implement and there may be restrictions on where measurements can be made but
these concerns are put aside for the present. The expected value of the scheme must be known if
the cost of the inspection is to be assessed and compared against alternatives.

An approximation to the optimal scheme, is to sequentially add (or delete) single points
according to the criteria. The criteria value is checked at every point and inspected at the worst
point. Subsequent points are then selected using the updated beliefs. Where we consider the
heights at which inspections are made (see Figure 9) a clustering of points around the areas
where prior uncertainty was highest—heights 1, 5, 10, 15 and 21, can clearly be seen. The
number of inspections in each coil, in each pipe and generally throughout the system were also
considered but no obvious patterns were found. Figure 10 shows the increase in the minimum
and mean heuristic values as the number of inspections increases using a sequential add on the
minimum heuristic.

The mean heuristic increases continuously with the first inspections being most important.
The minimum heuristic increases somewhat sporadically. This may be extenuated as a result of
using the stepwise add, but may also be due to a certain intensity of inspection covering entire
areas of similar structure.

Comparing inspection based on these 128 inspection locations (i.e. an average of four per
pipe) to the best scheme found with fixed inspection heights on every pipe, the minimum
heuristic value is much higher (5.11 rather than 3.31) and to get this level of accuracy using
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Figure 9. Optimal inspection heights using criteria.
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standard points 15 inspections would need to be made on every pipe. The mean heuristic is also
improved (7.63 rather than 6.85) which would require six regular inspections per pipe. To
achieve the same minimum heuristic accuracy as the 128 fixed height inspections only nine
carefully positioned inspections need be made.

8. ASSESSING THE RISK OF THE CHOSEN SCHEME

In this section, the risk of system failure in the future is calculated. A demonstration is then
made of how simulation can be used to assess how accurately any given inspection regime
estimates this risk in comparison with 100% inspection.

The objective is to run the furnace for as long as possible and ideally stop just before wall
thickness becomes too thin. Because there is uncertainty about the time of the crisis point a
safety margin may have to be included, depending on the consequences of overshooting the
minimum wall thickness.

In a multivariate model, calculating the probability that the worst point of the system will
pass the crisis point is difficult. By simulating data sets according to the current beliefs for the
end point of the forecast, the probability that the wall thickness will fall below the critical
minimum value can be found.

One hundred thousand data sets covering the entire system are simulated corresponding to
our beliefs at the time of the seventh inspection, given all data up to and including the fifth
inspection. In about 7% of cases the minimum wall thickness is below the critical value of 6 mm.
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From the simulation study we find the mean wall thickness of the worst point of the system, will
be about 8.1 mm with a standard deviation of 0.75 mm. The minimum observed measurement
recorded at the time of the seventh inspection was 9.7 mm, which emphasizes the risk associated
with the unmonitored intermediate points.

The inspection of all pipes at heights 1, 5, 10, 15 and 21 is compared against the inference that
would be made following a full inspection of the same data.

First, given all data from inspections 1 to 5, a series of sets of data are simulated according to
the beliefs at the time of the sixth inspection. Each simulated data set is then inspected according
to the chosen scheme. The beliefs about what should be expected at the time of the seventh
inspection can then be updated. A number of realizations are simulated (300 in the example) of
the updated beliefs at the time of the seventh inspection for each data set. The proportion of
simulations with a minimum wall thickness below 6mm can then be found. Ideally this
proportion will be either 0 or 1 which would allow perfect prediction of the situation at the time
of the seventh inspection using the results of the sixth inspection. By comparing with updated
beliefs following 100% inspection of the simulated data the reliability of the inspection scheme
may be assessed.

The probability of passing the minimum wall thickness for the candidate scheme is plotted
against that for full inspection for each realisation of the sixth inspection. Each plot may be split
into four (unequal) quadrants at the value of the maximum risk we are prepared to take, e.g.
0.05. Points in the bottom left indicate neither the candidate scheme nor 100% inspection
suggest the minimum wall thickness criteria is likely to be reached. Points in the top left
quadrant indicate that full inspection suggests the system is safe but the candidate scheme
disagrees. Points in the top right quadrant indicate neither inspection regime believes the state of
the system to be satisfactory, while points in the bottom right quadrant indicate the full
inspection has found a high risk while the candidate scheme has missed it. The cost of a false
positive and of a false negative can then be used to value each inspection regime.

In Figure 11 from the 110 simulation there are three points especially likely to give us cause
for concern where the five point model claimed a low probability of system failure, while the full
inspection identified a high risk. If the threshold is set at a 10% probability of minimum wall
thickness passing the critical value, then there are three false positive points and nine correctly
identified high risk points.

Study of plots such as this for different designs allows an inspection plan to be identified
which balances cost against acceptable levels of risk.

9. DISCUSSION

In this paper, we have described the modelling of the spread of the corrosion, using a spatio-
temporal DLM. Such an approach has three main advantages. Firstly, it allows us to
incorporate expert judgements into our inspection planning in a natural and powerful way.
Secondly, the model allows us the maximum flexibility in the choice of inspection times and
locations. Finally, the model is sufficiently tractable to allow us to obtain, at least
approximately, optimal inspection procedures, and to obtain, by simulation, an assessment of
the risk associated with these procedures.

A natural extension to this paper is to incorporate decision analysis, balancing utilities for the
consequences of different forms of unexpected system failure against the cost utility for making
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Figure 11. Proportions in risk for full inspection against five point scheme.

inspections. This would allow an assessment of the optimal expenditure on inspection,
incorporating an assessment of the cost of the constraints, for example having to inspect when a
system is shut down for maintenance.

The model considers changes in corrosion rate as a random walk. This provides a simple and
plausible model for the corrosion rates. We have assumed for this example that the corrosion
rate change can be modelled with a single variance for all times. However, a changing variance
can be handled similarly, for example if suggested by assessment of related data sets. Sudden
changes in corrosion rate, as might be experienced if there is a significant change in operating
conditions, may be best handled with an intervention. In systems where there is shielding of
some description this will reduce the wall loss while the shielding remains intact. A two process
multivariate model would be more realistic in these circumstances where we would model a
switch from one corrosion rate to the other.

We have assumed fixed values for all our variances and hyper-parameters, a good model fit
relying on expert judgement, supplementary data on similar systems and our diagnostic checks.
From a fully Bayesian perspective these values will also be unknown and have uncertainties
attached to them. This can be especially relevant in time series models over long periods where
the variances are more likely to change over the course of the model. Modelling the problem
with these additional uncertainties would require the use of more sophisticated simulation
models. MCMC methods for DLMs are described in Reference [12]. Uncertainty in the
hyperparameters is considered in a space time context by Sans6 and Guenni [20] and Wikle et al.
[21], but both comment on the high computational load of their approaches. Identifying optimal
inspection regimes, as in Section 7, using such specifications as these, would be extremely
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238 J. LITTLE ET AL.

computationally demanding. A simple approach would be to model the uncertainty in the
hyper-parameters while updating beliefs given all existing data but to assume these values set at
their current expected values while considering future inspection schemes, using the
methodology that we have described. A further possibility would be to use the approach that
we have described, for fixed choices of the hyperparameters, to restrict the number of possible
inspection plans that need to be considered. These plans could then be compared within a fully
Bayesian framework, for example using the simulation approach described in Reference [22].
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